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Abstract

This study reports statistical analyses of the annual rainfall data from urban and

surrounding rural areas. The Rank, Median, Mann-Whitney-U, Run and U-tests of

significance were used. Annual rainfall data from stations in Indiana and Oklahoma

were analyzed. Results indicate that rainfall characteristics of areas adjacent to large

metropolitan areas are significantly different from those of surrounding rural areas.

Introduction

Cities have different climates than the surrounding countryside. The
difference results from the effects of several interacting variables such

as temperature, amounts of water vapor and precipitation, etc. The
rainfall in urban as well as adjacent areas is affected by factors such

as increased particulation and convection which are essentially due to

the presence of these urban areas.

Previous studies (we have selected only a few from the vast litera-

ture available on inadvertent weather and precipitation modification by
urbanization (2, 4, 5)) have established clearly that relatively significant

micro and meso scale changes in weather occur in and near urban areas.

The effect of urbanization and industrialization on rainfall characteris-

tics has been investigated by using several methods such as analysis of

rainfall records (3), runoff data (9), etc. The statistical analysis of

the effects of urban-industrial effects on rainfall, however, has not

received much attention. Only a few studies (7) of the effects of

urbanization on rainfall appear to have been conducted so far by using

statistical methods. Consequently, statistical analyses of the changes

brought about by the urbanization on the rainfall characteristics were
undertaken. The present paper deals with a part of the preliminary

results obtained by the study.

The annual precipitation data were used in the study. Data from
two locations in Indiana and in Oklahoma were selected for the study

(Fig. 1). The LaPorte, Indiana, area has been shown to receive con-

sistently higher rainfall than the surrounding areas. This phenomenon
was called the "LaPorte Anomaly", by Changnon (3) and was attributed

to the effects of Chicago-Gary area. The rainfall at and near Tulsa,

Oklahoma, was shown by Landsberg (10) to increase with increasing

urbanization in Tulsa. Consequently, these two areas were selected for

further investigation.

The nature of the raw data plays a significant role in the statistical

analysis of data. Main sources of error are, changes in raingage

location, changes in methods of observation (human vs. automatic), etc.

Some of these aspects of the raw data have created considerable con-
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:roversy (9), mainly in the discussion of LaPorte Anomaly. Some of

these aspects are discussed in a forthcoming report and are not pres-

sntly included for lack of space. However, even if we make the rainfall

values in the affected period 10% smaller than the reported values for

LaPorte, the conclusions presented herein are still valid.
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Figure 1. Locations of stations.

The annual and mean rainfall at a few stations near LaPorte, Indi-

ana, and Tulsa, Oklahoma, are shown in Figure 2. The mean annual rain-

fall at the Indiana and Oklahoma stations were shown to change at 1929

and 1931, respectively, by using double mass curve and other techniques.

For the data from LaPorte and South Bend, the mean annual rainfall

increased at about 1929, with the mean showing a larger increase for

the data from LaPorte than for the data from South Bend. For the

data from Oklahoma, the mean annual rainfall decreased at Tulsa and
Claremore starting from 1931. In the present paper the period before

1929 and 1931, respectively, for Indiana and Oklahoma, is referred to

as the unaffected period and the period after is called the affected pe-

riod. The mean and standard deviation of data from the affected and
the unaffected periods and the percentage change in mean values are

also shown in Figure 2.

From the data presented in Figure 2, it is clear that the mean
values of annual rainfall have increased for stations such as LaPorte
and South Bend, Indiana, and have decreased for Tulsa, Oklahoma. The
main objective of the present paper is to test whether these changes are
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statistically significant and not to correlate the rainfall with urbaniza-

tion indicators. The statistical tests, then, must indicate whether the

changes in the rainfall characteristics observed at stations such as La
Porte and Tulsa are significant. If these changes in means, medians,

etc., of the data from the affected and unaffected periods are significant,

then they may be attributed to the effects of urbanization. We would

like to emphasize, however, that the investigation of the effects of

urbanization must not only be statistical but also be reinforced by
studies of the "Metromex" type (6). The data on the urbanization of

the Chicago-Gary area, and Tulsa, may be found among the references

cited.

TULSA. OKLAHOMA CLAREMORE, OKLAHOMA

Figure 2. Variation in annual rainfall at some representative stations.

Statistical Tests Used in the Study

The statistical tests used in the study are of the nature of hypothesis

testing. In the following discussion, the null and alternative hypotheses

are represented as Ho and H
a , and the annual precipitation values

in the affected and unaffected periods are respectively designated as

P
t
and Pj. The total number of F

{
and Pj values are n and m, and

N = n+m. The significance level at which the null hypothesis is
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rejected is represented by a and a was fixed at 5% for all the tests.

The details of all the tests may be found in standard reference works (1).

Rank Test

The null hypothesis H Q to be accepted or rejected by the applica-

tion of the rank test is that the affected and unaffected period popula-

tions are identical.

The test statistic Z is given by Equation 1, in which T a is the sum
of rank of precipitation values in the affected period.

Ta — T
Z = -a

[1]
a

The precipitation values Pj and P, are combined and ranked in increas-

ing order such that (if there are no ties) the smallest and largest

values have ranks 1 and N. The value of Ta is estimated by adding

the ranks of precipitation values in the affected period. T and <j are

given in Equation 2.

- m(n+m+l)
T = = expected value of Ta.

cr2 - m(n) (n+m+l)/12

The decision rule for the Rank test is given below.

If Z > N
1 _ a

: reject H (Affected and unaffected period populations

are not identical).

If Z ^ N1 _ a
: accept H (Affected and unaffected period populations

are identical).

Nj_ is the value of the unit normal variate at a significance level a.

The results of the rank test given in Table 1 indicate that the null

hypothesis can be accepted for the data from all the stations. Conse-

quently, for the data from all, no statistically significant changes may
be claimed to be present in the populations from the affected and un-

affected periods.

Table 1. Summary of results of rank test.

Test Critical Is

Statistic Value Z > N ?

Station
Z N
O l-o

O 1-a

Indiana

LaPorte —1.1484

South Bend - 1.2180

Valparaiso — .2204

Plymouth .2436

Oklahoma

Tulsa —1.3796

Claremore —1.3229

Cleveland — .6992

Muskogee 0.1701

1.645 No
1.645 No
1.645 No
1.645 No

1.645 No
1.645 No
1.645 No
1.645 No
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Mann-Whitney U-test

The null and alternate hypotheses H and Ha tested by the Mann-
Whitney U-test are: H : P

i
and Pj have the same distribution; Ha : the

location parameter of P
i

is greater than the location parameter P^
The test statistic w is denned in Equation 3.

U T U T

[3]

In Equation 3, UM is the number of times Pj values are larger than P.

values. UM is estimated by using Equation 4, in which Ta is the sum of

ranks of precipitation values in the affected period (see Rank Test).

UM = nm +
m(m+ l)— Ta [4]

UM =
nm

rM
nm(n+m+l)

12
[5]

The decision rule for the test is that if w > N1-a , then the null

hypothesis is rejected. From the results shown in Table 2, it can be

seen that the null hypothesis must be accepted for the data from all

the stations. The implication is that the probability distributions of

the data from unaffected and affected periods are not statistically sig-

nificant. Although the Rank and the Mann-Whitney U-tests are simi-

lar, the Mann-Whitney U-test is more powerful.

TABLE 2. Summary of results of Mann-Whitney U-test.

Station

Test

Statistic

W

Critical

Value

N
1-a

Is

W > N

Indiana

LaPorte 1.1484

South Bend —1.2180

Valparaiso .2204

Plymouth — .2436

Oklahoma
Tulsa 1.3796

Claremore 1.3229

Cleveland .6992

Muskogee — .1701

1.645 No
1.645 No
1.645 No
1.645 No

1.645 No
1.645 No
1.645 No
1.645 No

Run Test

The null hypothesis H in the run test is similar to that of the

Rank test and is given below.

H : The samples from the affected and unaffected periods arise

from the same distribution.
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The statistic UR used in the run test is denned in Equation 6

in terms of the expected value r and standard deviation a
r

of run

lengths. A run is denned as an unbroken sequence of values of Pi

or Pr

UR = [6]

If the samples P
t
and Pj are from the same population, then the observa-

tions in the unaffected and affected periods will be well mixed and

the number of runs will be large. Mean r and the standard deviation

c of runs are computed by Equations 7 and 8.

2nm

N
2 2nm (2nm—m—n

)

[7]

[8]

N2(n+m—1)

The decision rule is that if UR > N
1 _ ffl

, then the null hypothesis

is rejected at a level of significance a. From the results of Run Test

presented in Table 3, the null hypothesis can be rejected for data from
all the stations except LaPorte and Plymouth.

Table 3. Summary of results of run test.

Test

Statistic

Station r

Indiana

LaPorte 2.64

South Bend 1.301

Valpai*aiso — -357

Plymouth 1.873

Oklahoma
Tulsa 0.283

Claremore 1.097

Cleveland 1.096

Muskogee 0.407

Critical

Value

N

Is

U > N ?

R 1-a

1.645 Yes
1.645 No
1.645 No
1.645 Yes

1.645 No
1.645 No
1.645 No
1.645 No

Median Test

The median test is used to test the significance of the change in

the median values of the data from the affected and unaffected periods.

The null hypothesis for this test is given below.

H : There is no change in the median values of the data from the

affected and unaffected periods.

The data from the affected and unaffected periods are combined and
arranged in the increasing order of magnitude. The number of P. and
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Pj values above and below the combined median values are determined.

Let the number of Pj values above and below the combined median by
nla and nlb and the number of Pj values above and below the combined
median be n2a and n2b . The test statistic M is denned as in Equation 9.

M
(12x1, (nla+nlb) I

— 1) :

+
(|2n2a— (n2a+n2b )| —1)2

m [9]

If M > Xi_ a (l) then the null hypothesis that there is a change in

the median values of data from the affected and unaffected periods is

rejected. The results obtained by applying the median test to the data

from several stations in Indiana and Oklahoma shown in Table 4 indi-

cate that there is no statistically significant change in the median
values from affected and unaffected periods.

Table 4. Summary of results of median test.

Station

Critical

Test Value Is

Statistic

M
2

X (1)
1-a

2
M > X (1)

1-a

1.6879 3.841 No
1.6489 3.841 No
0.0074 3.841 No
0.4220 3.841 No

.2917 3.841 No
0.2917 3.841 No
0.2917 3.841 No
0.0250 3.841 No

Indiana

LaPorte —
South Bend
Valparaiso

Plymouth _

Oklahoma
Tulsa

Claremore _

Cleveland

Muskogee _.

U-test

The statistical significance of the change in the mean value of

precipitation in the unaffected and affected periods is tested by the

U-test in which the following assumptions are made: 1) The precipi-

tation data are normally distributed; 2) the precipitation values are

uncorrelated; 3) the population parameters of precipitation are known.
The first two assumptions are approximately valid for the data consid-

ered in the present study, whereas the third assumption cannot be

verified.

The test statistic U is defined in terms of the estimated precipita-

tion mean values in the unaffected (a^) and affected (/i
a ) periods, and

the standard deviations in the unaffected (o^) and affected (<r
a )

periods. The test statistic U is defined in Equation 10.

HG : There is a change in the mean value

U = /*a — ^u

<7D/Vm
[10]
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1.645 No
1.645 No
1.645 No

1.645 No
1.645 No
1.645 No
1.645 No
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If the value of the statistic U is larger than N
x _ a then the null

hypothesis H is accepted. The results of application of the U-test

to the data from Indiana and Oklahoma (Table 5) indicate that

the null hypothesis can be accepted only for the data from LaPorte.

In other words, the change in the mean values in the data from LaPorte

are statistically significant.

Table 5. Summary of results of U-test.

Test Critical

Statistic Value Is

c . .. U N U > N '

Station O 1 .
^ Ua

Indiana

LaPorte 7.2142

South Bend 0.391

Valparaiso 0.1564

Plymouth 0.4863

Oklahoma
Tulsa —1.4248

Claremore —1.518

Cleveland — .8658

Muskogee — .2061

Discussion and Conclusions

Of the five statistical tests discussed previously, the rank test, the

Mann-Whitney U-test, and the run test deal with testing the signifi-

cance of the changes in annual rainfall probability distributions in the

affected and unaffected periods. The median test and the U-test are

used to test the significance of changes in the median and mean values

of annual rainfall in the unaffected and affected periods.

The results from the rank, and the run tests indicate that there

may be significant changes in the probability distribution of annual

precipitation at LaPorte, whereas the result from Mann-Whitney li-

test gives the opposite result. Since the Mann-Whitney U-test is more
powerful than the other two tests, the probability distributions of the

precipitation data from the affected and unaffected periods may be

assumed to be the same. This aspect, however, needs further study.

The median values do not appear to have changed significantly from the

unaffected to the affected period. The mean values of the data from
LaPorte, on the other hand, appear to have increased from the un-

affected to the affected period. Further analyses, which are not in-

cluded here, also indicated a significant increase in the mean value in

the data from LaPorte.

In view of these considerations the following conclusions may be

drawn.

1) There is a statistically significant increase in mean annual

rainfall at Laporte, Indiana, and Bristow, Oklahoma, which

may be attributed to the effects of urbanization and industrial-

ization.
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2) The probability distributions and the median values of annual
precipitation data do not appear to have been affected sig-

nificantly.
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